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Manufacturers are

turning to "global

sourcing" to find

new technologies.
I ......iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii-.
I
! at the lowest price, at the right time.

Larger companies are already set­
I ting up ways to seek and acquire cur­
, rently available technology through
i joint ventures, limited partnerships,
I and acquisitions. Many more compa-

I
nies, though , are poorly equipped to

I accomplish this, particularly on an in­
I temational scale.

I most advantageous . The term of ' The typical corporate responses to
! choice to describe these activities is i technology acquisition-deal-making
I global sourcing. It's a valuable, work- i mechanisms and titles like "director of
: able option that for many companies : emerging technology"-are not

isgoing to be the only way to maintain enough. These initiatives focus on
a competitive edge. . - - finding technology available for li-

Those who capitalize on global cense now and ignore future needs.
sourcing will find it can help meet the A better response is available. In
pressing, highly interdependent chal- the near future, there will be a greatly
lengesof contemporary product devel- ! expanded need for a new player in the

I opment. The challenges are many: ! product-development game-the in­
: creating the right products, with the I temational technology faali'tator.
I right technology, of the best quality, I Tliat is going to be someonewno has

i the skills to identify emerging technol-
~~!!!!!~~~~~~!!!!!~~~!!!I i ogies, the vision to recognize their im-

! pact on products, and the creativity to
; mold and shape the technology to
• practical product introduction.
: The role of the technology facilita­
I tors will be crucial. They will not only

help meet current product demands
but alsoanticipate future technology
needs and identify emerging technol­
ogies for consideration anywhere they
arise woddwide. And the facilitators
will hav~ the creativity to translate
technical . opportunities across disci­
plinesand the business sense to partic­
ipate in structuring transfer agree­
ments.

A successful technology facilitator
won't be operating alone. He or she

I will also have experienced people "on
! the ground" in key parts of the world

taking a forceful role in meet­
ing their client's or company's
product-development agenda.

Technology facilitator, glob­
al sourcing, -redistribution of
resources-s-it's a long way
from the complacent days of
the "not invented here" men­
tality. When it comes to tech­
nology, though, executives are
going to have to be creative in
looking beyond their own
backyards. It's the only way
they can maximize their R&D
investments and successfully
position their companies with­
in the global economy. •

--.STHE BEST
.unotI1S1
-SOMEOIE ELSE'S LAB
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O
NeE, MANUFACTURERS WOULD
routinely develop not only new
products but along with them all

the appropriate technologies required.
And why not? The necessary re­
sources were available in abundance,
the expenses were manageable, and
the "not invented here" philosophy­
a parochial resistance to anything for­
eign made-held sway across the
manufacturing landscape. No more.
For many companies today, there's a
new development in product develop­
ment-and managers are going to
have scramble to adjust if they want to
remain competitive.

What has been happening is this:
The increasing sophistication of prod­
ucts and the scarcity of engineering re­
sources are making it prohibitivelyex­
pensive for manufacturers to develop
all the relevant technologies in-house.
The solution is not far to seek. Manu­
facturers are going to have to learn to
invest only in those technologies they
consider strategic and essential to
their long-term viability and seek ad­
ditional supporting technol­
ogieselsewhere.

Just where is elsewhere?
Around the world. Aggressive
industrial-development poli­
cies and the worldwide redis­
tribution of manufacturing are
creating some unexpected new
pockets of technological inno­
vation in every comer of the
globe. For instance, countries
in the Pacific Rim and in Latin
America that currently pro­
vide labor for offshore manu­
facturing are followingJapan's
lead and becoming developers
and exporters of technology.

Given these developments,
senior managers today must

~ learn to view technology as a
~ strategic asset that can be de­
g veloped, acquired, bartered, or
~ hired out in whatever mix is
~ L..- --'
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vide labor for offshore manu­
facturing are following Japan's
lead and becoming developers
and exporters of technology.

Given these developments,
senior managers today must
learn to view technology as a
strategic asset that can be de­
veloped, acquired, bartered, or
hired out in whatever mix is
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they can maximize tneir .K&U
investments and successfully
position their companies with­
in the global economy. •

Stephen Rudolph is a vicepresi­
dent and managing director of
product technology for the Ar­
thur D. Little Center lor Prod­
uct Development.
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PREFACE

The purpose of this booklet is to introduce several techniques
to assess the business potential of technology proj ects , These
analytical tools range from the extremely simple ,which can be used.
by anyone, to the very complex, with require an unders tanding of
mathematics or statistics and which require extensive input data.
The intent is not to teach everyone how to perform all of · the
calculations, but rather to familiarlze decision makers with the
range of available techniques.

Although the booklet is written from the point of view of a
business making project selection decisions, the principles involved
are generally applicable to all those involved in the process of
technological innovation: investors, financial intermediaries,
individual entrepreneurs, and laboratory personnel who screen
projects for possible commercial application.

This booklet is the result of a joint effort of Coopers &
Lybrand and the Office of Productivity, Technology and Innovation at
the U.S. Department of Commerce. . It was prepared by 'D. Bruce
Merrifield. Assistant Secretary of Commerce for Productivity,
Technology and Innovation. and Robert L. Bovey, Director of Econqmic
& Policy Analysis in the Washington, D.C., offices of Coopers &
Lybrand. Major contributors were Kathleen M. Bybee of the Office of
Productivity, Technology and Innovation, U.S. Department of
Commerce, and John Gunther-Mohr, Michael P. Huerta, Donna L. Lauer,
Lucinda M. Lewis, Yevgeny Okun, and Leslie A. Wiley, all of Coopers
& Lybrand. Inquiries concerning the contents of the booklet should
be directed to either Dr. Merrifield at (202) 377-1984 or Dr. Bovey
at (202) 822-4000 •
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INTRODUCTION

The U.S. has always been an inventive nation, with many crea­
tive scientific thinkers and inventors. It has also been an en­
trepreneurial nation, with risk-takers willing to invest both time
and money in new ideas, enterprises, and markets. These charac­
teristics are particularly important now, when we are in the midst
of a technology explosion unparalleled in history. The pace of
change is so dramatic and the economic stakes are so high that
individuals, businesses, and governments are increasingly focusing
their attention on technology development -- both in the U.S. and
internationally. The increased competition in the international
marketplace has put new time pressures on technology commerciali­
zation. In many fields, incremental improvements are no longer
valuable as new technologies leapfrog the old. Nations and busi­
nesses now pay a high price for doing nothing.

In the midst of this technology explosion, business planners
and research and development (R&D) managers must work together
more closely. Business decisions must be made quickly and well;
accurate infor~ation and its wise use are of paramount importance.
This booklet, prepared by Coopers & Lybrand and the Office of
Productivity, Technology, and Innovation at the U.S. Department of
Commerce. is designed to assist in the process of gathering and
analyzing" the information businesses need to convert our vast
technology resources into new products and processes. With inven­
tiveness linked to effective decision making, U.S. firms and other
organizations that screen R&D projects for possible commercial
application will be more successful in the increasingly competi­
tive and rapidly changing international marketplace.

BACKGROUND

I. Innovation and Investment

Technological innovation is a necessity in all of U.S. indus­
try, not just the more visible new "high tech" industries such as
computers, electronics, and biotechnology. It is especially im­
portant for traditional manufacturing industries such as steel,
automobiles, and machine tools to introduce state-of-the-art tech­
nology if they are to survive. Technological innovation even has
a direct impact on service industries like banking and communica­
tions. In fact, no business can afford to ignore the effects of
new technological developments.

In recent years, private sector investment in technological
innovation has increased, partly as a result of new tax laws.
This increase in available capital has increased the competition
to find good investments; as a consequence, venture capitalists
have been funding earlier stages of R&D in -order to beat their
competitors to a deal . The dramatic returns investors have ob­
tained when some new technology companies have gone public have
also added to investor interest in te'chnology-based companies.

,
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While the investment boom has subsided somewhat, the heightened
availability of capital and investor interest in technology con­
tinues, in part because of the creation of innovative financing
techniques such as the R&D Limited Partnership (RDLP) which pro­
vides tax incentives to investors in R&D.

This intensifying activity in technological innovation and
technology investment has served to highlight another need : match­
ing money to projects. Many companies must decide which of various
competing R&D projects should be funded for development. Also,
outside investors need some way to screen early stage i nves t me nt s
for their commercial potential. Further, university and federal
laboratory personnel need techniques to help identify those pro­
jects which should be called to the attention of businesses for
possible transfer. It is at this point that information and anal­
ysis play a critical role. This booklet examines the role of
information in the innovation process and outlines some of the
analytical methods that can be used by companies, investors, fi­
nancial intermediaries and technology transfer personnel to screen
technologies for their promise in the marketplace.

II . The Value of Information

The value of information changes over time; generally, the
farther a project progresses , the more valuable information be­
comes. "Thi s happens because resources needed at the later stages
are significantly greater than at the initial stages. Improved
accuracy based on better information becomes more important as the
stakes rise.

The following example illustrates this .

A chemical company was considering developing a new product
that would affect the biochemical defense mechan1sm in corn
sprouts and predispose the roots to accept certain soil bacteria.
1 small amount ot the new chemical was expected to replace 300
pounds of nitrogenous fertilizer per acre. Before the company
could market such a product it had to obtain FDA/EPA approval . It
was essential, therefore, to determine as early as possible whe­
ther the proposed chemical was environmentally safe . Failure to
obtain such information could cost the company dearly at a later
date. But to obtain such information at the experimental stages
of development, before the chemical was actually produced, would
require a series of expensive and lengthy tests. Since only a
orude approximation of the future · product could be used in such
experiments, the results could not be considered conclusive.

Fortunately, a great deal of crucial information often · be­
comes available at little or no additional cost in the later sta­
ges of project development. In this case, once the chemical was
developed, it would have to undergo numerous . tests to determine
its effectiveness in various environments. These experiments
could provide "side" information about the ecological effects of
the new product at no extra cost. The ·ma nagement , therefore, had

2
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to weigh carefully the costs and benefits of obtaining such infor­
mation at each stage of development.

Specifically, the company was ready to spend $2 million to
develop the new chemical. Given the chemical content of the pro­
posed product, the R&D scientists did not foresee any major ecolo­
gical problems, but they could not guarantee the product was safe
without full testing. They estimated that at this early stage
such tests would cost $1 million, would require from 12 to 15
months to complete, and would be only 70~ conclusive. By waiting
until the product or prototype had been develo ped, however, the
scientists were sure they could resolve the ecological issue with
much greater confidence within 10 months at a cost of $700,000.

Confronted with these estimates, management decided to ignore
the ecological problem until after the prototype was developed,
even though it might mean writing off $2 million if the prototype
was later found to be unsafe. It was not worth $1 million dollars
and over a year's delay to the company to get only a 70S assurance
on a $2 million initial investment. The company moved ahead to
develop the prototype, without testing.

The conclusions were different, however, when it came time to
move into the production phase. First, the cost of the ecological
testing dropped in absolute terms to $700,000 and 10 months as a
result tit the "side" information obtained while developing the
prototype. Second, and most important, the cost ot the testing
dropped precipitously relative to the amount of money that was now
at stake. To set up facilities for production would cost an esti­
mated $30 to $35 million, decreasing the relative cost of the
additional information from 50~ ($1 million/$2 million) to 2~ ($.7
million/$32.5 million). The value of the additional information,
thus, had gone up substantially because the funds at stake had
also increased.

As a res~lt of the increased value ot the information, the
company decided to conduct the experiments to determine if the
chemical was enVironmentally safe. Meanwhile, the production
phase was put on hold pending the test results. After spending
$600,000 and 10 months the company concluded that the product was
not enVironmentally sate and that it was not likely to receive
FDA/EPA approval. The project was dropped.

As this illustration shows, the costs and benefits of infor­
mation can ohangeover time during the teohnologioal innovation
prooess. It is, therefore, important to understand that process
and antioipate the points at which additional information may be
needed so that critical decisions can be made.

III. The Technological Innovation Process

A research and development project passes through a number of
phases or stages on its way from inoeption as an idea to full
commeroial production. This process has· been desoribed in a vari-
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ety of ways by management analysts in business and academe. Some
models tend to be fairly simple and descriptive (see the U.S.
Department of Commerce's Guide to Innovation Resources and Plann­
ing for the Smaller Business), others are detaIled flow diagrams.
For example, Robert Cooper, in his i'lticle "A Process Model for
Industrial New Product Development"_, describes a model that
consists of seven stages: 1) idea, 2) preliminary assessment, 3)
concept, 4) development, 5) testing, 6) trial, and 7) launch.
Each stage is separated from the others by a "decision node" at
which an evaluation and decision to continue or terminate the
process is made. The decision nodes can be thought of as the
points at which addi tional information is assessed using one of
the assessment methods to be discussed later. A description of
these stages follows.

stage I: Idea

The process begins with the definition of a product. This is
basically a screening decision, involving an evaluation of the
idea and the initial decision to commit resources to the develop­
ment of the idea.

Typically, analysts have divided new product ideas 'into two
categories: a) market pull, or b) technology push. Most success­
ful new products are a result or market pull; they are developed
as solutions to perceived market needs and are often only incre­
mental innovations added to a current technology. This is gener­
ally regarded as the most reliable way to succeed with new pro­
ducts. It typically involves lessened business risk because there
is less cha2?e that the fully developed product cannot be success­
fully sold__ This approach requires significant information f.rom
outside the organization. Without it a product may evolve that is
too similar to competitors' products, with no differential advan­
tage •

Technology push resul ts when the perceived potential of the
technology itself is the driving force of the effort. The product
idea comes from basic research or a technological discovery. Most
truly great inventions fall into this category (e.g., steam tur­
bine, telephone). It is in this area that the U.S. as a whole has
historically been the strongest. At the same time, however, the
movement of technologies from basic research to the commercial
market has been uniquely disjointed in the U.S. The federal gov-

.!J Cooper," A Process Model for Industrial New Product Develop­
ment," IEEE Transactions on Engineering Management, Vol. E-M-
30, No.1, February 1983, pp. 2-11. .

~ Fink1n, Eugene F., "Developing and Managing New Products," The
Journal ot' Business Strategy, Vol. 3, No.4, Spring. ,9~
See page 14 •

.11 Cooper, "A Process Model for Industrial New Product Develop­
ment," IEEE Transactions on Engineering Management, Vol. E-M-
30, NO.1, February 1983, pp. 2-11. .

~ Finkin, Eugene F., "Developing and Managing New Products," The
Journal ot' Business Strategy, Vol. 3, NO.4, Spring, ,9~
See page 14.
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ernment funds the bulk of basic research in university and federal
laboratories, but most of this technology never continues down the
innovation pipeline, partly because of sheer volume and lack of
adequate screening for its commercial potential. In the case of
technology push, then, the availabili ty and use of screening me­
thods such as those in this document are particularly important . .

Before committing resourc.es to the development of an ,i dea ,
three questions should be con~idered:

1) Does the proposed product fit in with the company's
current business and future plans?

2) Does the company have the needed resources or access
to these resources (including technical resources)?

3) Does the venture seem to have superior cost and/or
performance characteristics that make it commercial­
ly attractive?

If the answers to the above questions appear to be positive~

resources are committed to move the project through ,~ he next
stage •

Stage II: Preliminary Assessment

This step is still fairly qualitative, and is the first in
which significant resources are spent to gather information on the
feasibility and attractiveness of the proJect. This stage is
divided into two types of assessments: 1) a preliminary market
assessment, and 2) a preliminary technical assessment •

The market assessment is based on in-house expertise. secon­
dary data (e.g., a computerized search of the patent, technical
and trade literature), and outside sources such as industry ex­
perts or knowledgeable potential customers. It should be brief
and present an overview of the market, identifying possible seg­
ments, market size, and likely prospects for the new product.
This assessment also will define the approximate cost and perfor­
mance parameters for technical success necessary to be attractive
to the market.

The technical assessment involves bringing the idea before
the company's technical staff for an appraisal. This assessment
should give some indication of the technical feasibility of achie­
ving the parameters defined and the resources required to develop
and produce the product .

If the market appears to be there, and the product seems
technically Viable, the project moves on to the next stage.

5
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technically viable, the project moves on to the next stage •
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Stage III: Concept

The purpose of this stage is to define the product precisely,
identify its specific market targets, and determine how it will
compete in these markets. This stage is composed of three parts:
1) concept identification, 2) concept development, and 3) concept
test.

Concept identification involves a second, more in-depth" mar­
ket study. It is conducted for potential users or buyers and
seeks first to identify at least one segment of customers who are
dissatisfied with currently available products, a vulnerable or
poorly designed competitive product, or a niche where a new tech­
nology or new design can gain a competitive advantage. Second,
the study identifies what is required to achieve success in this
market, such as the desired benefits or features sought in a new
and "winning" product, and how the product should be positioned.
This study should yield quite detailed product performance speci­
fications for what would be a better product in the eyes of the
customers.

Concept development translates the market requirements that
have been identified into an operational concept that is' techni­
cally feasible.

The 'concept test involves a test of the likelihood of product
acceptance in the marketplace. This is a market study similar to
the concept identification study, except now there is something
specific to show respondents: performance specifications, sket­
ches, diagrams, models, or other descriptions of the proposed
product. Here, the object is to determine market acceptance of
the new product itself, including levels of interest, preference,
and :intent to purchase. Respondents may be asked if they would
modify the product or if there are any reasons why the product
would be unacceptable. This information provides the basis for
the market plan, by identifying the target markets, and developing
a specific product position in those markets.

At this point, a decision is made about the concept. With
estimates of sales from the market study, and of costs from con­
cept development, a reasonable financial analysis can be perfor­
med. Again, a decision point has been reached, where the project
may be dropped or moved on to the next stage.

Stage IV: Development

The actual physical product development begins at this stage,
with a prototype or product sample as the typical result. At this
stage a company draws primarily from its technical resources: R &
0, engineering, and industrial design. This technical development
is pursued milestone by milestone toward the predetermined costl
performance ~pecifications. The project is terminated if mile-
stones cannot be achieved. At the same time, assuming continued
technical I progress, a formal and comple-te marketing plan must be

I
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developed. The results ot the previous concept test are shaped
into a marketing plan that inoludes decisions about pricing, dis­
tribution, advertising, sales strategy and service. Additional
market studies on buyer behavior may be required: how customers
buy the product, who the purchase influencers are, and sources of
product information. When this stage is completed, the prototype
of the product and the marketing plan are evaluated together and a .
decision is made whether to continue or terminate the development
process.

Stage V: Testing

The testing stage is composed of two parts: an in-house test
ot product prototypes to determine that no technical flaws exist,
and a customer test of the product. In the latter test, proto­
types are placed with potential customers to test the product's
design. The object of these tests is to identity design defects,
and, in particular, modifications needed to improve customer ac­
ceptanoe.

This stage is crucial to every new product's development, and
is a point at whioh new products often go back to the drawing
board. The customer test ~ay be conducted among the company's
nonteohnical employees, or among a small number of potential ous­
tomers. The nontechnical and unbiased tester may often reveal
unsuspeoted hidden tlaws.

It the product prototype successtully passes the in-house and
customer tests, the process can continue to the next stage.

Stage VI: Trial

This stage represents a dry run of all commercial facets ot
the projeot: product design, produc tion, and marketing. First,
the results of the product prototype and marketing test must be
inoorporated into the product design and marketing plan. Then the
next three steps ot the trial stage can be completed: 1) pilot
produotion, 2) test marketing, and 3) precommercialization busi­
ness analysis •

A trial or pilot production run tests production methods and
processes that will eventually be used for full-scale production •
Modifications to the final production faoilities or methods are
otten required in order to alleviate problems uncovered in the
pilot produotion. In addition, more aocurate estimates of produc­
tion times, output, and costs are obtained in the trial run •

A market test assesses not just the product, but all the
elements of the marketing mix together. This involves actuall y
selling the product, using the proposed marketing plan, to a sel­
ected group of consumers or in a limited geographic area. The
market test should identify adjustments needed in the marketing
plan and result in a final estimate of market share and expected
sales.
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Finally, a precommercialization business analysis and evalua­
tion is made, based on concrete financial data from the test mar­
ket and trial production. If the new product passes, the next and
final stage begins.

Stage VII: Launch

At this point commercial production begins, and market plans
are implemented in the full market area. All facets of the launch
should have been well-tested prior to this stage. If the tests
were properly carried out, and no unforeseen or new circumstances
arise 1n the market, the launch should simply be the execution of
a well-designed plan of action.

Periodic evaluations should, of course, be made after the
product is launched to be certain the product is on target. Mea­
sures such as market share, sales volume, and production costs per
unit can be used to gauge the product's progress. Such evalua­
tions help control the effort and signal if corrective action is
needed.

It is impossible to eliminate risk-taking from the new pro­
duct development process, but a systematic, well-controlled ap­
proach will help to reduce risk.

8
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Methods of Assessment

I. Introduction

The methods of assessment introduced here are essentially
techniques that can be used to organize information for decision­
making. These techniques range from the very simple to the ex­
tremely complex . Not all possible methods are presented here,
only a few of the more distinct and useful. These techniques are
not designed to take the place of the decision maker's judgment;
they simply help organize information; they do not ensure accuracy
of information or quality of judgment. The expertise of indivi­
duals is still the most important element in making business deci­
sions.

The following section examines three basic types of assess­
ment methods: checkl ists, scoring models, and pro fi tabil i ty mo­
dels. The first type of model, the checklist analysis, is the
simplest and is no more than its name implies -- a qualitative
list of criteria. The second type, the scoring model, is somewhat
more complex since it is an attempt to quantify the crite~ia iden­
tified in the checklist. The .third type, the profitability model,
is strictly quantitative and doesn't deal with all the factors
considered in the other models. Profitability models can be used
to produce rough profit estimates when information is scarce, but
they can also be extremely complex and used to analyze extensive
data, producing very sophisticated quantitative results. As will
be explained later, the use of profitability models in isolation
is not recommended; they should always be used in conjunction with
a broader model which considers qualitative as well as quantita­
tive inputs •

Following the introduction of these three basic methods is a
section that outlines further analytical techniques that can be
used to refine profitability models. These techniques involve
relatively sophisticated mathematical approaches and may require
specialized knowledge of statistics, mathematics, or computer
modeling. These techniques are presented here only in outline
form; complete descriptions of how to perform such calculations
are in commercially available textbooks.

Although the more complex models are more rigorous, there is
little evidence that anyone approach is better than the others
under all circumstances. Rather, the decision of which model to
use depends largely on how far a project has progressed in the
innovation process. This is, as suggested earlier, because of the
role and availability of information. First, information is rela­
tively scarce and expensive in the early stages. Second, the more
complex the model and precise the output, the greater the amount
of information needed as input. And third, the value of informa­
tion increases as more resources are at stake in the later stages
of development. Given these facts, the simple analyses are gener­
ally suited to the early stages of innovation when little informa-
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tion is available and preoision is usually impossible, and the
more complex analyses are sui ted to the later stages when more
information is available and precision is both possible and neces­
sary.

A discussion of the three types of assessment methods fol­
lows.

II. Basic Methods

A. Checklist Analyses

A checklist is the simplest form of formal project evalua­
tion. It consists of a list of questions or criteria that are
likely to determine the project's success or failure. The list
should include technical, economic, financial, environmental,
legal, and social considerations. While the ultimate list of
pertinent variables will be determined by the nature of the indi­
vidual company and project, most relevant questions fall into one
of the following five categories:

1. Resource compatibility--Will the project fit the
company in terms of technical, financial, engineer­
ing, production, and management resources available?

2. Project's novelty to the firm--Does the project
create for the oompany a new customer base, new
product class, new markets, new technologies, etc.?

3. Nature of the product--What will the product offer
to the customer in terms of unique features, cost
reductions, increase in productivity, lower price,
etc.?

4. Nature of the market--What will the market be in
terms of size, competitiveness, level of specializa­
tion, regulations, prospects for growth, pace of
technological change, etc.?

5. Nature of the project -- Is it "technology push" or
"market pull," how innovative is it, what are the
magnitude and technical complexity of tn:.e/ project
and the time needed for completion, etc.? ~

1/ Cooper, "An Empirically Derived New Product Project Selection
Model." IEEE Transactions on Engineering Management, Vol. EM­
28, No.3, August 1981, pp. 54-61.
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The following questions are merely examples or the types or
questions that might be asked using a checklist approach. The
questions were selected from the Coopers & Lybrand booklet,
·Checking into an Acquisition Candidate." Whether these or other
criteria are selected for any particular project, they should be
chosen carefully, since they . are the central element of this and
other methods of technology selection that will be discussed later
in this booklet.
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CHECKING OUT A PROJECT PROPOSAL

Resource Compatibility

Have you examined: .

a. Company's income stream for the duration of the project?

b. Terms of agreements that affect income, e.g. bonus or
profit-sharing plans, royalty agreements, long-term
leases, sales contracts, and dealership agreements?

c. Financial ratios:

current assets to current debt?

net profits to net sales?

any other ratios that might be helpful?

d. Market trends for your eXisting products and their impact
on ,i ncome stream?

e. Contingent liabilities?

f. Company's debt structure, both short- and long-term?

g. To what extent the project can be financed by internally
generated cash, new equity, bank loans, venture capital,
government grants/loans, or any other methods?

h. The relationsh1p with banks and other credit institutions?

i. EXisting debt payments and whether they can be covered
£rom operating cash flow?

j. Inflation trends and their implications for project
financing?

k. The company's tax liabilities or credits, particularly
the impact of investment tax credit on project's
financial feasibility?

Does the company have adequate R&D skills?

12

Does the company have adequate R&D skills?

12



Does the company have adequate engineering skills?

Does the company have marketing research skills adequate to
perform a full market study?

Are management skills adequate for each stage of product
development?

Does the company have adequate production facilities?

Does the company have adequate sales force and/or distribu­
tion resources?

Nature of the Project

How new is the product to the market?

Does the product have a high or low per-unit price?

Has the technical complexity of the proposed product been
assessed?

Has the the nature of product "idea" been assessed -- e.g.,
"market pull" or "technology push"?

Is it clear what all the product speoifications are?

Is it clear how the technical problems will be solved?

Has there been an assessment of why the company needs to
introduce this product?

a. To increase its productivity?

b. To increase its market share?

c. To maintain its market share?

d. To broaden its product line?

e. To penetrate a new market?

f. To improve its general competitiveness?

g. To receive an extraordinary return on investment?

h. Any other reason?

What are the availability and price prospects of key supplies,
including raw materials if applicable?

13
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If new production facilities are required, has information
been obtained on:

a. What percent of total costs are involved in fixed assets?

b. Possible locations and tentative description of re­
quired production facilities?

c. Proximity of transportation facilities, material
sources, and labor supply?

d. Restrictions imposed on building codes and zoning
laws?

e. Utilities, including availability, usage, and rates?

f. Real estate taxes and other fixed costs?

g. Other factors that might lead to an increase in pro­
duction costs?

Project's Novelty to the Firm

Are the potential customers new to the firm, and if so,
would this cause special difficulties in marketing and prod­
uct servicing?

Would the newness of the product to the company cause extra
difficulties in the product's development, production, or
marketing?

Is the company familiar with the tecnnology required to
develop the product?

Will a new distribution system and/or sales force be re­
quired?

What competition will the company face if the proposed
product is introduced to the market?

Nature of the Product

Does the proposed product offer unique features or attri­
butes to the customers?

Row does the product compare with competing products in
terms of satisfying customers' needs?

Does the product permit customers to reduce their costs?

Does the product permit customers to do a job they have
not been able to do previously?

,'- 1
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Is the new product of higher quality than competing products
(e.g., in terms of durability, longevity, etc.)?

Is the product cheaper than the competition?

Is this the first introduction of this type of product?

Can the proyosed product be patented easily both in the
domestic and foreign markets?

Does the product expose the company to significant product
liability concerns?

Does the product pose any danger to the environment and/or
human health?

Does the product require approval from federal, state, or
local government or any other governmental agencies?

Has there been an assessment of the impact on the product's
development of various government rules, standards, legisla­
tion, etc?

Nature 'of the Market

Does the potential market consist of a few or many customers?

Does the market for the proposed product already exist or is
there only a potential demand?

What is the dollar value or unit size of the existing or
potential market(s)?

What is the growth rate of the potential or existing markets
for the proposed product?

What is the competitiveness of the markets?

a. Are they dominated by one producer?

b. Are there many producers on the market?

c. Are the markets highly price competitive?

d. Is there a strong customer loyalty to existing
(competing) products?

e. Are the markets characterized by a high level of
technological change?

15
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f. How rapidly do users' needs change in the prospective
markets?

What cyclical and other general factors affect demand for the
product?

a. General business conditions?

b. Population change?

c. Advertising or promotional pressures?

d. Government factors -- fiscal/monetary policy, import/
export controls, defense activity?

Is there an analysis of the potential pricing policy?

a. Sensitivity of the market to price changes?

b. Whether there is a price leader?

c. Whether the company will be able to pass potential
cost increases along to customers?

Has there been an examination of the methods used by the
competition to distribute and sell the products, including:

a. The channels of distribution and their relative
importance?

b. Nature and importance of the field sales efforts?

c. The manner of compensating sales personnel?

d. Advertising and sales promotion methods for cost and
effectiveness?

What major developments have key competitors recently made,
particularly in the area of product innovation?

16
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With limited data, it may be that at the early stages of
project evaluation not all of the questions included in such a
checklist may be satisfactorily answered. But since the checklist
approach is the simplest it is still appropriate for the early
stages. The most important resul t of using this approach is to
determine early if there 1s some aspect of a project that could
doom it to failure, such as a more advanced competitor that will
hit the market first, or pending legislation that would dramati­
cally increase costs. In general, such an early assessment also
could help to establish relative corporate priorities, identify
possible problem areas, focus management energies on remedial
actions, point to the need for additional information on crucial
variables, and establish a framework for more rigorous analysis
later on.

This method is flexible as well as simple. It can incorpor­
ate a number of pertinent variables such as environmental concerns
and social impacts that are difficult to include in many other
models. The checklist analysis is also relatively inexpensive and
easy to perform. Finally, the checklist method might be the only
way to perform a formal assessment of early R&D, because at these
stages the subjective opinions of managers are often the only
"data" available. The major drawback of the checklist approach is
that the method is too cumbersome to use for ·comparing several
projects. .

A modified version of the checklist approach is the profile
chart method. A profile chart summarizes in a more digestible
fashion the information found in a checklist. The method, illu­
strated in a simplistic way in Figure 1, makes it easier to eval­
uate the general attractiveness of the project and to compare .i t
with competing ones. Of course, the profile chart must be expan­
ded to include whatever factors are significant to a project. For
example, instead of one oriterion called "resource compatibility,"
a practical profile would employ several criteria such as "availa­
bility of capi~al to exploit," "marketing competence," "manufac­
turing competence," etc. (See both the checklist items given
preViously and the scoring model criteria, discussed later for
illustrations of appropriate criteria.>

Figure 1: Format for a Profile Chart

Unfavorable Favorable
very somewnat Neutral somewhat very

Criteria

Resource Compatibility X

Project's Novelty . X

Nature or the Market X

Nature or the Pro .ieet X
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B. Scoring Hodels

A scoring model is similar to a checklist in that a list of
criteria must first be generated; in fact, the criteria may be the
same. The scoring model, however, goes on to quantify what the
checklist only presents qualitatively. This increased precision
requires increased information as input; for that reason scoring
models become more useful as projects progress through the innova­
tion process.

Once the criteria have been established for the scoring
model, weights and scores are assigned to each criterion. First,
weights are assigned, indicating how important each criterion is
relative to the others. This can be done in a number of ways,
most of which begin by simply rank ordering the criteria so that
criterion A is more important than B, B is more important than C
and so on. The simplest approach is to assign a number, say be-
tween zero and 10, to each criterion that reflects an intuitive
sense of its relative importance. Criterion A in Figure 2 , for
example, would receive a weight of 10 as the most important while
F would receive a weight of 1 as least important; a weight of
zero, of course, would imply that the criterion is not to be con-
sidered. '

As a ·consistency check the relative importance of various
combinations of criteria can be assessed. For example, if criter­
ion A is as important as both a and C taken together, but not as
important as a, C and D, while a is less important than C and D
taken together, the weights assigned to the four criteria should
be adjusted to reflect this (see Figure 2). There are many me­
thods for refining the weights assigned to the various criteria.
They includ~/various types of paired comparisons, a QS technique,
and others_

Then a score 1s assigned to each criterion. Evidence based on
several psychometric studies suggests there should be no more than
nine possible Jcores when subjective judgment is involved. Figure
2 prOVides a simple example the calculations involved in a basic
scoring model; see the following section on constraint analysis
for a more realistic presentation of the criteria to be employed.

~ See, for example, Churchman, Ackoff & Arnoff, Introduction to
~erations Research, John Wiley & Sons, N.Y. (1957), pp. 136­
1"54; FueI, ri A Simplification of Hay's Method of Recording
Paired Comparisons, It Journal of Applied PSrChOlOfl' Vol 44:
pp. 347-348, 1960; and souder, "Flerd stud es wi a Q-sort,
Nominal-Group Process for Selecting R&D Projects," Research
Policy, 4 (1975), pp. 172-188.
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Figure 2: Simplified Example of a Scoring Model

Criteria
Criteria Weight x Score - Score-
A Compatibility with Current

Business 10 9 90

B Probability of Technical
Success 6 5 30

C Market Competitiveness
and Growth Potential 4 7 28

D Newness of the Product 3 3 9

E Development Time 2 3 6

F Profitability 1 9 9

Score: 9 = excellent, 1 - poor Total = 172-
Scoring models can be significantly more informative than

checklists or profile charts. They lend substantial rigor to the
evaluation of the proposed investment in the absence of accurate
financial data. Several features make this method superior' to
strictly financial approaches to project evaluation, particula~ly
at the early stages of product development. First, qualitative
factors pertinent to the decision (corporate prestige, environmen­
tal concerns, the indispensability of the product, etc.) which are
not easily measured in econom1c terms, can be readily incorporated
into the model. Second, in the early stages of product develop­
ment, the data-gathering methodology can be relatively inexpensive
and straightforward, as the most relevant information may be ob­
tained through interviews with a few key individuals. Third, the
assignment of a single numerical score provides for easy compari­
son with competing projects. Finally, the scoring model can be
readily modified to account for changing condition~, such as chan­
ges in the marketplace or alterations of management priorities.

A number of shortcomings, some real and some perceived, have
limited the usage of scoring models~ They are often viewed as a
superficial attempt to reduce a complex decision situation to a
single numerical solution. Indeed, rote application of the proce­
dures will surely degenerate to this. On the other hand, the
discipline of assigning weights and scores can serve to sharpen
Judgments that otherwise would remain diffuse and to identify
issues that would otherwise remain hidden.

Critics also charge that individual project scores are mean­
ingless when considered in isolation because most scoring models
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do not have a cutoff criterion, a score above which a project will
probably be successful and below which a project will likely be
unsuccessful. These critics would argue that only when scoring
models are used to choose among two or more projects are they
useful analytical tools. In point of fact there are always at
least two potential projectsw One is to pursue the proposed pro­
ject. The other 1s "business as usual." Moreover, this criticism
can be mitigated further by the regular use of a consistent ap­
proach to project selection so that a track record is developed on
which to base a "cutoff" point. This was done for the scoring
model variation discussed in the next section, the constraint
analysis. A cutoff score has been developed in this model.

Another problem is the subjective and somewhat arbitrary
weight assignment discussed above; ideally, weight coefficients
should be derived from empirical data on successes and failures of
previous projects. This Shortcoming, however, might be alleviated
soon since a significant number of empirical studies have been
undertaken in the past few years. As their results become avail­
able, managers will be able to assign weights on a somewhat more
objective basis.

Finally, the scoring models are seen as less accurate than
other popular methods of project evaluation such as ' profitability
aeasures because they use interval estimates and subjective value
Judgments rather than numerical point ' es t i mat es for sales, costs,
eto. In fact, this can be a strength of the scoring model ap­
proach, when it is properly used. The use of subjective judgments
allows emplOyMent of scoring models earlier in the development
process than would otherwise be the case. Later, as objective
quantitative data become available, they can be substituted for
the subjective judgments. Further, there is some evidence in the
literature that scoring models employing interval estimates, par­
ticularly the ones based on probability distributions, tend to be
relatively reliable when used to evaluate projects involving high
degrees of uncertainty. Finally, properly developed scoring mo­
dels literally force the project selection process to address
explicitly both the quantitative and qualitative aspects of the
decisions in a coherent way.

1. Constraint Analysis

The "const aint analysis" model illustrates the use of a
scoring model a proach to project selection. The model was devel­
oped over many ears of venture management by D. Bruce Merrifield,
Assistant Secre ary for Productivity, Technology, and Innovation
at the Departme t of Commerce. The model assumes that the poten­
tial value of a given project will be determined not only by the
probability tha technical cost/performance objectives can be
achieved, but also that there is indeed a viable market for the
product or process once developed, in simple terms:

PROJECT
"MERIT"

= Probability of
Commercial success
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Since the shelves of researoh laboratories are oluttered with
marvelous inventions ror which there was no market, the first step
in any new undertaking is to evaluate the probability or commer­
cial suooess. This analysis also defines the parameters for tech­
nical suooess that must be achieved ror a project to be commer­
cially successrul.

Once the probability of oommercial success is considered to
be reasonable, then and only then can the probability or achieving
required technical cost/perrormance parameters be evaluated.
Technical development then is initiated on a milestone by mile­
stone basis until technical reasibility is demonstrated or the
project is terminated.

The following discussion addresses the assessment of the
probability of commercial success only. In the analysis, "intrin­
sic business attractiveness" is differentiated from "degree of fit
or compatibility" with company resources:

Probability of
Commercial Success = Intrinsic

Business
Attractiveness

+ Degree
of Fit

.'

This dirrerentation is made. for pragmatic business reasons,
since we~knesses in the "rit raotors" can be corrected through
Joint venture, acquisition, or merger strategies. Weaknesses in
inherent business attractiveness cannot.

There are six business attraotiveness and six company
strength or rit factors, all chosen and weighted equally by using
a regression analysis that determined how much various factors
contribute to business success. Each factor is scored on a soale
of 1 to 10, with a total of 120 points possible. In the experi­
enoe of a large American corporation whioh regularly employed this
model, a total soore or 80 beoame the outoff point: projeots with
a total score of 80 or above proved successful in 8 or 9 out or
ten oases of later stage development. Those with a total score
below 70 were generally unsuccessful.

Finally, as indicated above, from past experience oovering
several hundred projects over many years, and as .a first approx­
imation, all factors are equally weighted. Individual circum­
stances might require a more selective weighting. Moreover, there
are minimum thresholds tor two factors that require go/no-go deci­
sions. The "decision tree," therefore, becomes:
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Figure 3: Constraint Analysis Project Selection Logie

(n Does this project meet minimum NO
sales/profit guidelines of

7the company?

YES - (2) Are there political
or social factors

C7
that make this project
totally impractical?

(3 ) Is the score NO
for business attractiveness
at least 35 points

7(of 60 possible)?

NO (4) Does the total score

?
exceed 80 (out of 120
possible points)?

(5) Initiate development
program on a milestone
by milestone basis.

Business attractiveness is assessed on the basis of the fol­
lowing six factors:

(1) Sales/profit potential. A new project, to be rated
10 on this · criterion, should have a significant
effect on the relevant profit center, perhaps in­
creasing sales by 201 within 5 years. Also, it
must meet minimum corporate profitability targets.
It the project will not be profitable enough, usu­
ally a 40Sbefore-tax return (See "Internal Rate of
Return" in the following sec tion on pro fi tabili ty
models), generally, it should be abandoned and
further analysis is unnecessary. But, given an
acceptable return on investment, projects are
scored according to sales potentIal. The greater
the sales potential, the greater the va.lue of the
project, wi th one exception: at some point the
opportunity becomes so attractive to other firms
that competition makes survival· less likely. How-
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ever, with a sufficiently great sales potential,
smaller specialty markets begin to emerge so more
competitors can survive.

Growth rate. Since profits are positively correl­
ated with market share, a company does well to win
a dominant share or the market. This is more eas­
ily done the faster a market is growing; a company
in a growing market gains experience (economies of
scale) and cuts costs, allowing lower prices that
inhibit competitors from entering the market.
Also, in a rapidly growing market a company would
not be as likely to take business from existing
competitors and provoke reactive measures. Growth
greater than 10% annually would warrant a score of
10, at 5% the score would be 5, and no growth in
the market would be a score of O.

(3) Competitor analysis. Three factors are important
in analyzing the competition. The first is the
ability of a competitor to take defensive measures;
a well-managed company with low costs and a strong
cash flow might easily fend off competitors. The'
second is patent protection; an innovation is. like­
ly· to have more success if it has strong patent
protection against competitors. The third is the
pace of change in the technology; if innovation
occurs quickly in an area, a new development may be
obsolete in only a few years. The score for this
criterion is broken down by these three factors;
low competitor strength would be given 4 points,
high patent strength a possible 3 points, .and a low
technology activity index a possible 3 points.

(4) Risk distribution. The possible applications of a
new technology should be varied enough so that the
commercial success of the project does not depend
on a narrow line of production and marketing. If
one application is superceded by a competitor's
technology, for example, other applications should
be possible. Score 2 points for each possible
application for up to 5 significant applications of
this technology.

(5) Opportunity to restructure the industry. A new
entrant can become the dominant competitor when it
makes technological breakthroughs in a stagnant
industry, particularly when the new entrant has
strong patent protection and competitors are small
and fragmented. Also a basic innovation in an
existing market offers opportunities to capture
downstream use or application markets. (For exam­
ple, a low cost, very-high-energy density battery
could not only capture battery markets but restruc-
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ture automobile, locomotive, and many other use
markets.) Ten points should be assigned for a
major restructuring opportunity and fewer for les­
ser degrees of such opportunity.

(6) Special factors. Other elements that can affect
the potential commercial success of' a project in­
clude regulatory legislation, social aotivist pro­
tests, international trade restrictions, geographi­
cal distribution factors, cu; tural bars, possible
subsidies, etc. Assign 5 points if there are nei­
ther negative nor positive factors; fewer points if'
there are negative factors (See, however, Figure
3. Here we assume the projeot has passed the basic
go/no-go test.) and more (up to a maximum of 10
points) if subsidies are available.

On the basis of the business attraotiveness assessment, the
business may appear to be a good one. But if it is to be good for
the company, the oompany must be able to meet additional business
requirements. Company strength or fit faotors are equally impor­
tant.

(1) Capital requirements/availability. The oompany must
have enough resouroes to sustain itself' during the
early periods of' negative oash flow. If' a company
has little capital available, it can be at a seri­
ous disadvantage if it enters a oapital intensive
area. . A oompany with i \ great deal of capital
available, on the other hand , has an advantage. In
an inflationary eOOnOlD)', the higher the capital
intensity the more difficult it is for a project to
break even in "real" (inflation-corrected) terms ..
For example, w1th 7 to 10 percent inflation, no
project using more than 60t of depreciating assets
per dollar of sales can break even. To score,
assign one point for each 10; of depreciating as­
sets per dollar of sales below 60;, u~ to 6 points •
Assign the remaining points as follo",s: 4 points
if all cash 1s available internallY,i 2 points if
25J must be borrowed, and no points !if more than
50J must be borrowed.

(2) In-house marketing capabilities. If a company must
wait for additional marketing capabilities before
commeroialization can be achieved, it loses much of
the time advantage it could have had. In assigning
a point value to marketing strength, the strength
of the competitive environment should be consid­
ered. For instance, if the competitive environment
is weak, even moderately strong internal marketing
resouroes would be sufficient. Assign 10 points if
the existing marketing capability is sufficient,
and fewer points for a weaker capability.
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the time advantage it could have had. In assigning
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the existing marketing capability is sufficient,
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(3) In-house manufaoturing oapability. Here again the
t'ime required before oommeroialization is the is­
sue, and already having the oapability greatly
speeds up the prooess of getting to market. In
sooring this ractor , assign 10 points if existing
capabilities meet full manufaoturing requirements,
5 points for an "interim" manufaoturing oapability.

(4) Strength of the teohnology base. The stronger the
oompany's functional base in the technology, the
more quiokly it can react to innovation in the
industry, and the more easily it oan overtake esta­
blished but stagnant teohnologies. Five functions
are considered in the assessment: 2 points are
scored for each function if the percentage of ef­
fort needed is matched by the percentage of effort
allocated. If there is a significant difference
between need and allocation the score should be 0
or 1 (see Figure 4).

(5) Materials availability. The more oertain the sup­
ply of neoessary raw materials or components, the
greater are the chanoes of business success. Baok­
ward integration is least risky; using several
suppliers, long-term contracts, and politioally
insensitive materials also helps decrease risk.
Soore according to acoessibility of raw materials,
with a m~ximum of 10 points.

(6) Skill~ availability. Two types of in-house skills
are important in the effective commercialization of
technology. The first type includes funotional
skills: legal, financial, and other management
skills. The second type 1s the sk1ll or the advo­
cate, the manager who champions a projeot through
development and works with people in all functional
areas. Potentially sucoessful projeots frequently
die for lack of an advocate. For top-notch talent
in all oategories, score 10.

Onoe the total score is tallied, the projeot can be plotted
on the identity ohart (see Figure 5).
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FIGURE 4: Analyzing the strength of the Technology Base in
Functional Terms.,

Nature Function

Market support or
customer service

S Effort
Allocated

S Effort
Needed Score

Product.
Maintenance

New
Product
Development

Manufacturing support,
quality control, and
product or process
improvement

New systems develop­
ment to maintain
product viability

New component
development or
proprietary advantage
(sometimes fundamental
research)

Science support of
applied R,D & Eng.
pbJectives above.

---

Total:

26
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Figure 5: New Venture Scorecard
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In the experience of the company that has used this model the
most, projeots with total scores of more than 80 should be accep­
ted; those with total scores of less than 70 points should gener­
ally be disoarded, with one exception: if business attractiveness
factors are given high scores (at least 35 out of a possible 60 -­
see Figure 3), but the fit rae tor scor-es are low, the company
might want to oonsider a joint venture with a partner that has
complementary skills and resources to boost the total score to an
acceptable level.

It is worth noting again that the portion of the constraint
analysis described above assesses only the chances of commercial
success; it does not consider the probabil i ty of technIcal suc­
cess. As preViously pointed out, demonstration of technical feas­
ibility can only be treated as a staged process that is initiated
milestone by milestone after reasonable probability of commercial
success has been agreed upon. Issues of manufacturing competence,
deliverability, etc., are included within company strength fac­
tors. If basic technical feasibility is a serious question, the
final "index of merit," is calculated by multiplying the probabil­
ity that a project will be commercially successful with the proba­
bility that it will be technically successful. As will be ,indica­
ted in Section 111-0 these probability judgments can be enhanced
by a combination of additional analyses and judgments to aid ' in
project selection.

One of the virtues of the constraint analysis (and other
properly constructed scoring systems) is that it is performanoe
fooused, and oan be used to organize and determine the importanoe
of many different types of information about a project. Also, it
is relatively simple and can be readily understood by those in a
number or different disciplines, rather than just- the financial
staff, for example. At the same time, more technioal or compli­
cated analyses can be used to augment it; as mentioned earlier,
profitability analyses are an integral part of the first business
attractiveness criterion. Also, a sensitivity analysis can be
performed to show which projeot cost and market factors have the
greatest impact on return on investment. (Descriptions of profit­
ability measures and the sensitivity analysis follow the next
section. )

2. Environmental Scoring Model

The constraint analysis is, of course, not the only scoring
model that can be used for project evaluation. Many others are
discussed in the research managment literature. If none of the
existing models fits the environment in which a company is operat­
ing, there are techniques for developing an appropriate scoring
model. For example, as a result of recognizing that a project's
specific environment plays an important role in the project's
outcome, J. R. Hoore and N.R. Baker designed ' an "environmental
scoring model," which is essentially a method to allow analysts to
create their own models uniquely tailored to their needs. While
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the discussion that follows draws on the Moore and Baker paper,:il
it is more general and does not agree with them in all aspects.

The first step in designing a scoring model for a specific
type of project is, as discussed earlier, to select the criteria
that will have an impact on the outcome. For instance, criteria
such as project cost, income or cost savings, technical and mana­
gerial familiarity with the research area, and market penetration
are frequently selected as criteri",. While there is no "best"
list of criteria, the list selected should be: (1) complete, with
no important factors overlooked; (2) relevant, to prevent unne­
cessary data collection and analysis; (3) measurable, with some
way to judge performance; and (4) as little overlapping as possi­
ble. Moore and Baker believe five to ten criteria should be ade­
qua t e , The list in the sections on the checklist and constraint
analysis methods of assessment suggest possible criteria.

Once the criteria have been selected, the next step is to
assign weights indicating the relative importance of each of the
criteria. Weights can be determined in a number of ways, includ­
ing simple rank-ordering and more complicated comparisons. (See
the introduction to scoring models.) The weights should ,reflect
current priorities of management, and can be changed over time as
priorities shift .

•
The next step is to choose a performance measure and impose a

scale for each factor. For instance, the performance measure for
some criteria such as income or cost can be readily put in terms
of dollars, while others such as market penetration or growth
might be percentages. Still others mtght be Qualitative.

After cho'o,ing the performance measure for a criterion, a
scale must be d~vised for scoring. In establishing such a scale,
Hoore and Baker I argued persuasively that the scoring should re­
fleet, to the xtent possible, past experience. To accomplish
this, they sugg sted that a probability distribution should be
constructed, re lecting the range of possible outcomes and the
probabilities of those outcomes; by consulting company or industry
records for inf rmation about similar types of projects in the
past. (For a ore detailed discussion of probability distribu­
tions, see sect ons on "Risk Analysis" and "Prob.ability Assess­
ment.") For in tance, . the distribution shown in . Figure 6 illu­
strates a type f project with an expected (or mean value) income
or $100,000, wit a relatively low probability of an income higher
than $150,000 or lower than $50,000. Once the probability distri­
bution is determined, an interval table can be imposed on the

2! Moore & Baker, "An Analytical Approach to Scoring Model Design
- Application to Research and Development Project Selection,"
IEEE Transactions on Engineering Management, Vol. E-16, No.3,
1973.
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DRAFT
curve. In Figure 6 there are nine intervals centered around ' the
mean. Each interval represents a particular score; a specitic
project that , is expeoted to produce an income ot $'25, 000, tor
example, would be given a score ot 7.

Figure 6. Scored Project Performance Olstrltlutfon
P",t.+t.... (Pa..iQAI centered on mean)

<c:»

1 2 3 4 5 6 7 8

50 75 100 125 150

Tota. Project Income
(000 Dollar8)

Untortunately, historical records are rarely available tor
new technologies or R&D projects. Even if they were, one would be
loath to accept without question the idea that scores should be
equally spaced around the mean ot the distribution of historical
results; although any reasonably available historical data should
be used to establish benchmarks, assigning scores to particular
intervals is still a matter ot judgment. Also, qualitative per­
tormance measures will require scores that are determined more
subjectively. A practical way to develop standards in these cases
is to conduct a series ot interviews with experts and managers.
Their opinions can then be used to construct subjective distribu­
tions and interval tables. The scoring pattern does not always
have to tollow the pattern shown in Figure 6. For instance, · it
there are fewer than nine possible outcomes or the accuracy ot the
distribution is questionable, there may be a ditferent pattern ot
scores, say 1, 3, 5, 7, and 9 tor a performance measure with only
tive possible outcomes. Or a pattern ot " 3, 6, and , 0 would
retlect the relative importance ot difterent possible outcomes
where the scale is not continuous (e.g., '(l) definite toreseeable
regulatory problems --) 1; (2) possible regulatory problems --)
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Their opinions can then be used to construct subjective distribu­
tions and interval tables. The scoring pattern does not always
have to tollow the pattern shown· in Figure 6. For instance, · it
there are fewer than nine possible outcomes or the accuracy ot the
distribution is questionable, there may be a ditferent pattern ot
scores, say 1, 3, 5, 7, and 9 tor a performance measure with only
five possible outcomes. Or a pattern ot " 3, 6, and 10 would
retlect the relative importance ot difterent possible outcomes
where the scale is not continuous (e.g., '(l) definite toreseeable
regulatory problems --) 1; (2) possible regulatory problems --)
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prior3; (3) regulatory problems highly unlikely --> 6; (4)
government approval already obtained --> 10).

Finally, after the criteria are selected and weighted, the
performance measures are chosen and put on a probability distri­
bution, and the intervals and scoring system are imposed on the
distribution, then the resulting environmental scoring model can
be used to assess potential projects. Scores assigned each crite­
rion are mul tiplied by the weight and totaled; the project with
the highest score is the leading candidate for selection.

In summary, the environmental scoring model is an approach
that can be used to modify an existing scoring model or to develop
a new one suited to a particular env Lr cnment . It provides an
approach to incorporating historical data or the results of compu­
ter simulation models in order to make more objective evaluations
possible. It also provides the flexibility to allow updating and
revising a scoring model to increase its accuracy as more and more
"hard" data become available.

C. Profitability Measures

Almost any project selection process will include a profit­
ability analysis as a central feature. There are several tech­
niques that can be used to project profitability; three of the
most commonly used are payback period, internal rate of return,
and discounted cash flow (or net present value).

aProject A
2,000
8,000
7,000 25, 00

Intuitively, this would not be a wise d (1~SiOn, since sub­
t1al later cash · rlows are ignored. Or l ay Project C, a
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The payback period method has one advantaG~: it is simple. It
can, however, be misleading. This method is b&sed on the amount
of time it takes for an investment to be reco,vered in full. For
instance, if a company invests $10,000 in Project A, the resulting
income stream might be $2,000 the first year, $8,000 the second,
and $7,000 the third. In this case the 110,000 would be returned
in full by the end of the second year. If the company had a pay­
back rule of two years, it would accept the project; if it had a
payback rule of one year, the project would be rejected. More
generally, a company will accept any project that returns the
investment in full within a specified period of time.

While this method has been used frequently by businesses in
the past, it is now generally considered too, crude a measure.
Suppose Project a, an alternative 110,000 inves~ment, resulted in
a three-year income stream ot' $2,000, $7,000, an $25,000. It' the
company followed a two-year payback rule it wo 1 accept Project A
but not Project B.



$10, 000 investment, returned an income stream of $8, 000, $2, 000,
and $7,000; following the payback rule it would be considered
equally as good an investment as Proj eo t A. It is in tui tively
obvious here, however, that the more rapid return of cash with
Project C is more desirable.

Project A

2,000
8,000
7,000

Project C

8,000
2,000
7,000

Clearly, then, the payback rule suffers from two major defi­
ciencies: it ignores later-year cash flows, and it does not take
into account the timing of returns (the "time value of money").
If payback period is incorporated as one criterion in a scoring
model, these deficiencies can be alleviated by assigning scores
that reflect the desirability of shorter payback periods. For
example, a payback period of one year or less might receive a
score of 10, one to two years a score of 7, two to four years 3,
and longer payback periods zero. Alternatively, a more sophisti­
cated measure of profitability can be employed whether or not a
scoring model is used. .

One measure that is more sophisticated is the internal rate
or return (IRR), sometimes called the discounted rate of return.
This technique recognizes the time value of money by calculating
the rate of return implied by an income stream. For instance, say
a $10,000 investment returned $12,000 after one year. The inter­
nal rate or return is 20J. It is calculated as follows, where I" =
the rate of return:

$10,000(1+1") = $12,000

or

(value of investment after
one year)

$10,000 =

I" = 20J

$12,000 (value of investment today,
or present value)

If, however, a $10,000 investment returns $12,000 only after
~ years, the internal rate of return is calculated as follows:

$10,000(1+1")(1+1") = $12,000

$10,000 = $12,000
(1 + 1") (i + 1")

I" = 9.5J

.,u,UUU\I+r)\l+r) = $12,000

$10,000 = $12,000
(1 + r) (i + 1")

I" = 9.5J

or
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(value of investment after
two years)

(value of investment today)

(value of investment after
two years)

(value of investment today)



(These calculations may be more intuitively obvious if they are
compared to a $10,000 deposit in a bank where interest is com­
pounded annually. Each year interest of r~ will be added to the
principal.)

Since. most income streams are lDul ti- year, the calculations .
frequently are cumbersome. Usually, a calculator or computer will
be used to hel p determine the. rate of return. Using the three­
year income streams from the earlier examples, we calculate the
following internal rates of return (remember, these income streams
are all worth $10,000 today):

Project A

10,000 = 2,000 + 8,000 + 1,000
1 + I' (1+r) 2 ( 1+r) 3

IRR = I' = 26.1~

Project B

10,000 - 2,000 + 1,000 + 25,000- 1 t1+r} 2 l1+r} 3+ I'

IRR = I' - 60.6~-
Project C

10,000 - 8,000 + 2,000 + 7,000- , ( ,+r) 2 (1+r) 3+ r

IRR = r = 34~

The decision rule when using the internal rate of return is
to consider only projects when the return is higher than the com­
pany's cost of capital, often called the "hurdle rate." If the
company's cost of capital were 15~ the company would make money on
all three projects; all three .mi ght well be accepted. The inter­
nal rate of return method works well in this case, when there is
no limit to available capital. All projects where the return is
higher than the cost of capital are pro fi table and will be acce p­
table by this rule. Note that in making the comparison, such as
in establishing a hurdle rate, care is required to ensure against
"comparing apples and oranges." . The rates of return, cost of
capital, and interest rates used must be based on consistent
treatment of taxes, inflation, currency valuation, etc., in order
for valid comparisons to be made.

When only a limited number of profitable projects can be ac-
. cepted, or if certain projects are mutually exclusive, the inter­

nal rate of return method is not the best way to compare projects.
For example, although the following two projects are both profit­
able -- the returns are greater than the cost of capital -- if
only one could be chosen the internal rate of return rule would
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probably not be the best criterion to use in choosing between
them.

Investment Return ( 1 yr. ) tRR
Project X 50,000 62,000 2W
Project Y 100,000 120,000 20~

While one might instinctively choose project X because it has
a higher IRR, the size of the project should be, but 1s not, taken
into account. For example, if the company had only $100,000 to
invest and it invested $50,000 in project X, it would then have
another $50,000 to invest. If the additional $50,000 could also
be invested for a 24~ return, Project X should be accepted because
the total return would be 24S. But the chances are that a margi­
nal project would have a rate of return nearer the company's cost
of capi tal. At 15 ~ , t he total ret urn on the investment would
probably be closer to $50,000 (1.24) + $50,000 (1.5), or $119,500,
which is only a 19.5S return on total investment -- not as good as
the 20~ return available with Project Y. (Because of the mathe­
matics involved, the internal rate of return decision rule also
breaks down if projects have negative cash flows in later years.)

The technique that best overcomes these deficiencies is the
net present value (NPV), or discounted cash flow (OCF), analysis.
This method of measuring profitability allows the comparison of
al ternative investments taking into account the time value of
money and the size and timing of cash flows. With NPV, as with
the internal rate of return, later cash flows are discounted; a
dollar received next year is not worth as much as a dollar re­
ceived today, because money available now can be invested immedi­
ately. If money can earn 151 a year, then the opportunity cost of
waiting one year to receive $100 is $15. Put another way, $115
received in one year is worth the same as $100 today, or the aie­
sent value of $115 1n one year is $100 if the interest, or s-
count, rate is 15~. .

PV = $115 = $115 = $100 \
, +r 1 • 15 I

Of course, money received after two y~rs could have earned
two years' return and must be discounted f rther; $115 received
after two years would have a present value 0 $87.

PV = 115
(l+r) 2

-- 115
<1.15)2

= $87

In this case, no one would invest more than $87 today if . the
expected return was only $115 after two yars. The net present
value (NPV) of an $87 investment that retu ned $115 in two years
is O.

NPV = -87 + 115
(1.15)2

= 0

In this case, no one would invest more than $87 today if . the
expected return was only $115 after two y ar-s , The net present
value (NPV) of an $87 investment that retu ned $115 in two years
1s O.

NPV -- -87 + 115
(1.15)2 = o



Whenever the disoounted oash flow from an investment is grea­
ter than the amount invested, the net present value will be grea­
ter than zero. The net present value decision rule, then, is to
consider only projects that have a NPV greater than zero. It'
capi tal is 1imi ted, the rul e is to foc us on the combination ot'
projects that has the highest NPV.

Investment Return ( 1 yr. ) IRR
Project X 50,000 62,000 2'1r
Project Y 100,000 120,000 20
Project Z 50,000 57,500 15

NPV (X+Z) = -100,000 + 119,500 - $3,913.04-1. 15

NPV (y) = -100,000 + 120,000 = $4,347.82
1. 15

Project Y would be chosen over X and Z.

One particular diffioulty in calculating NPV is how to choose
the discount rate. The disoount rate is sometimes called the
"cost of capital" or "opportuni~y cost" -- what the company pays
for the use of outside capital, or the return that is foregone on
other investments in order to invest in the projeot under consid­
eration. One reason it oan be diffioult to choose an appropriate
disoount rate is that generally the rate incorporates the level of
risk involved in the proJect. To illustrate, assume a person
could invest $100 either in a project that would almost certainly
return $115 in one year, or in a proJeot that had only a slight
chance of returning $115 in one year. If they were both discoun­
ted by the same rate and chosen on that basis alone, it wouldn't
matter whioh one was ohosen because they would appear to be equal­
ly valuable. In reality, of course, no one would choose the risk­
ier project unless the return was expected to be higher. It is
misleading, then, to choose among projects of differing risk only
on the basis of an NPV caloulation using the same discount rate
for both projects. One way to oompare them would be to discount
the less risky one by a lower rate and the more risky one by a
higher rate to reflect the fact that people demand a higher return
tor more risky proJeots. 'n1e disoount rate used" must be the re­
turn that would be expected from an alternative investment ot
equal risk. If there were no risk involved in the proj ect, the
correct disoount rate might be the risk-free Treasury bill rate,
since that would be a comparably risky investment. But-with risk-
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ier prCS3ects. the discount rate must be adjusted upward accor­
dingly.J
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While a risk-adjusted discount r a t e 1s often used
calculations. there are other ways of" incorporating risk
project selection analysis that uses financial criteria.
methods are discussed in the section on "Risk Analysis."
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6 1 For a more extensive discussion of these and related issues
see James EoOHodder and Henry E. Riggs. "Pitfalls in Evaluating
Risky Projects." Harvard Business Review. Vol. 63, No.1 Jan­
Feb 1985, pp. 128-135 •
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III. Further Analytical Techniques

While relatively simple screening methods such as checklists
and simple profi tabil i ty measures are frequen tl y used to assess
projects at every stage of the innovation process, other analyti­
cal tools are more informative in the later stages of the process .
Most of these more ·rigorous techniques require both specialized
knowledge of statistics, mathematics, or computer modeling, and
more detailed input data. (These techniques are only introduced
here; further explanation can be obtained in commercially avail­
able textbooks.) Again, it should be noted that all analytical
techniques, the complex as well as the simple, are useful in aug­
menting a decision maker's judgment, not in replacing it. Such
techniques enhance the intuition of a decision maker and make some
of the parameters around the decision less abstract.

The next sections briefly address the basic,concepts involved
in the following techniques:

SensitiVity Analysis, to ascertain if more soph­
isticated analysis is merited.

Risk Analysis, to identify the probability dis­
tributions of important inputs and to assess
their impact on project profitability.

Decision Analysis, to further define the avail­
able project options.

A. Sensitivity Analysis

Because the more complex analytical techniques are often
diff1c ul t and costly to use, they are worth using only when a
precise analysis is important to the decision-making process. One
way to determine if .such further analysis is necessary is to per­
form a sensit.ivity analysis to identify factors that have the
greatest impact on the success of a project. For example, the
analysis can show which input factors, e. g ., wages or raw mater­
ials, have the most impact on the expected rate of return. The
risks related to the factors with the greatest impact, then , can
be analyzed in more detail, and resources will not be wasted on
analyzing factors that are not significant to the outcome.

The starting point of a sensitivity analysis is a financial
model (usually on a computer) that calculates how changes in var­
ious market and cost factors affect some measure of business
performance, such as the return on investment. Then sensitivity
anlysis consists of varying each identified factor over a fairly
wide range and recording the resulting measure of the profitabil­
ity. Typically, such an analysis reveals that profitability is
more sensitive to some factors than to others. The more important
factors are then analyzed in greater depth.

A basic sensitivity analysis model, available as a software
package from the Commerce Department's' Office of Productivity,
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Technology and Innovation, illustrates the general approach to
sensitivity analysis. For example, the model can be used to show
how the rate of return on investment over the (irst five years of
operations changes as labor costs, price or whatever is varied,
one at a time, over the range of -30~ to +30J. Graphs can be
produced frolll these calculations to show the sensitivity curves
for the various (actors. Figure 7 displays the results of such a
sensitivity analysis. The slope of ea~h factor line indicates how
sensitive the return is to changes in the factor; the steeper the
slope, the lIlore sensitive is the relationship.

In this case, the return is most sensitive to product price
changes, and also to changes in volullle and capital costs. It would
be use ful to anal yze the risks of those three fac tors, or, in
other words, to determine the probabilities that the values of
those factors will not be what the company expects. The next sec­
tion discusses some of the techniques that are available to anal­
yze risk. (See Figure 7.)

Figure 7. Sensillvlt)' Analysis - Graphic display of computer simulation
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B. Risk Analysi.

Risk analysil isolatel the sourcel and ettect. ot rilk in a
project. and explicitly incorporates these effects into the
valuation ot a project. The first step in risk analysis is the
sensitivity analysis discussed in the previous section; it
identifies the market and input tactors that have the greatest
impact on a performance measure such as profitability.

Once the most significant variables are identified. the next
step is to determine probability distributions for them. Sales.
for example. might be estimated as a probability distribution with
a range trom X to Y and an expected mean or average value. (How
the probability can be determined for each is discussed in the
section on "Assessment of Probability.") With a probability
distribution determined for the input variables. a probability
distribution can be constructed for the NPV or other profit
measure which provides more information than does the single-point
estimate derived using traditional financial analysis. This
ptovides good information as to the likelihood that the project
will return significant profit. and. more importantly. the
probability that it will lose money.

Two methods th~t can be used to construct probability
distributions for the NPV or other profit measure are ris~

simulation and the use of normal approximation. Another metho~ to
explicitly account for riSk is decilion analysil. Oelcriptions ot
these methods follow.

1. Risk Simulation

The most common way to combine the probability distributions
of the input variables is through risk simulation. Which il a
computer-assisted sampling procedure. tts use presuppose. that a
financial model of the project has been constructed on the
computer; this model relates the significant input variables to
the desired profitability measures such as NPV or tRR.

First. the probability distributions of all the input vari­
ables are estimated. These distributions are divided into a
number of intervals. and the probability of each variable falling
within each interval is calculated. This provides an approxima­
tion of the shape of each distribution and when programmed into a
computer. enables the computer to replicate the distribution when
it performs its calculations. Then. after the computer calCUlates
the input distributions. a random number program is used to draw
points trom each distribution and combine the. (in a tinancial
model) to calculate the NPV or the tRR. For example. one time the
computer might draw $40.000 in sales. $35.000 in costs. etc .• with
a resulting tRR of 10\. The next time sales might come up as
$25.000. costs as $23.000. etc .• with a resulting tRR of 4\. This
process is typically repeated several hundred times. The result
will be many different values estimated for the performance
measure. sucn as a probability distribution for the IRR. based on
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probability distributions or the input variables. Through the use
of the computer simulation, it is possible to provide a clearer
picture of what the distribution of the NPV or the IRR is likely
to be. Dependencies in the risk simulation approach will compli­
cate the process, but can be handled by sampling from conditional
probability distributions given a value or range of values chosen
for the independent variable. It is useful to draw up a decision
tree (see the section on "Decision Analysis and Decision Trees"
below) before performing a risk simulation to identify the criti­
cal points of a project and to provide insights into the full
range of decisions and probabilities.

2. Normal Approximation

A "normal dis t r ibution" is a bell- shaped curve like the one
shown in Figure 6 that shows the distribution of a variable symme­
trical around a mean or average value. Not all distributions are
normal, but many variables do tend to have this distribution.
Furthermore, it is an attractive option for preliminary risk anal­
ysis because it is quite easy to use. First, if the normali ty
assumption is reasonabl~, it is easy to estimate the distributions
of input variables. It is sufficient to say something like,
"There is a 90~ chance that sales will be 125 units per month,
plus or minus 25." Then, by using probability theory the shape of
the curve can be estimated.

In some cash flow models, it may be possible to express the
project's NPV or IRR as a "linear" function of the input vari­
ables, such as in the equation:

NPV = A +B(Sales) + C(Labor Costs) + etc.

where A, B, C, D, etc., are numbers that usually can be derived
from the sensitivity analysis. For example, in Figure 7, C could
be the slope of the -Labor Cost line. In such cases, if the input
variables are distributed normally, simple mathematical techniques
can be used to · estimate the probability distribution for a pro­
ject's NPV or IRR based on the distributions of the input vari­
ables.

The assumption that all the input variables are normally
distributed reduces the rigor of the analysis but statistical
theory states that the sum of independent random variables tends
to be normally distribut'iQ, even if the individual variables are
not. Consequently, the validity of the technique most likely
would break down only if there are only a few uncertain variables,
if they represent skewed probability distributions, or if one
variable dominates most or the uncertainty •

The main problem with the normal approximation results from
the fact that two drastic simplifying assumptions must be made.
The first is . the assumption of independence among the variables
and among th. cash flows. In other words, there can be no corre­
lation between any of the variables in the calculation of the NPV
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or the IRR, nor can there be any correlation between the cash
flows or any two years. This is clearly an extreme assumption,
and is hardly ever the case in a real project. However, the cal­
culations are much more simple if this assumption is made. Other­
wise, if dependencies are assumed, it is necessary to calculate a
correlation coefficient, which would make the technique very com- .
plex and unwieldy. .

This analytical method, then, is at best only a crude esti­
mate of the mean and standard deviation ' of the NPV or IRR for
research and development projects. Nevertheless, it serves as a
useful first approximation, and if the results of this analysis
show that the project is obviously good or bad it may not be ne­
cessary to do further analysis. Generally, however, it is not
advisable to make a go/no-go decision solely on this basis given
the analytical limitations described above. If it appears that
the project may be feasible, more detailed analysis using either
risk-simulation methods or the decision tree approach, which fol­
lows, should be considered.

Again, it should be emphasized that regardless of which risk
analysis approach is used, it is important to carry out a sen­
sitivity analysis first in order to determine the relative im­
portance of the different variables. It is a time-consuming pro­
cess to estimate probability distributions for each variable;
consequently, this analysis should be carried out for only those
variables which have the greatest impact on the valuation of the
project. Also, in preliminary analyses the simpler "Normal Appro­
ximation" . may be used •

C. Decision Analysis and Decision Trees

Decision analysis is the term applied to the formal analysis
or complex business deoisions. The ba3ic tool of decision analy­
sis is the decision. tree. Decision trees show the sequence of
events in a project; they show when critical decisions must be
made and what the possible outcomes of those decisions are. For
example, Figure 8 shows the possible results of a single decision:
the company decides whether or not to improve a current . techno­
logy, with the possible eventualities that a competitor does or
does not come out with its own improvement and that varying de­
grees of market share are SUbsequently lost or gained. Costs and
probabilities are associated with each possible outcome, so that
expected values can be determined for the decision •

Such decision trees, then, are useful primarily where deci­
sions made in the later phases of a project are dependent upon the
outcome of decisions made and events occurring in earlier phases •
This is generally the case when evaluating research and develop­
ment projects. For example, decision anal ysis techniques are
especially userul in projects where it is necessary to calculate
the value of additional information, such as in a sequential deci­
sion-making process where it might be necessary to determine whe­
ther more research is needed before committing further resources
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to the project (Recall the chemical company example at the begin­
ning of this booklet.) In such a case, the decision analysis ap­
proach can be used to compare the costs and expected returns of
the project with the additional research to those of the project
without the additional research.

Major advantages of the decision analysis approach to R&D
project selection are that it is easy to explain and that it
clearly identi fies the options. It is easy to see what decisions
need to be made, in what ocd er they need to be made, what the
results depend on, and in which areas there is the greatest risk.
The major disadvantage of the approach is that, even in moderate­
size projects, the decision trees can become large and unwieldly.
Various techniques have been developed to cope with these diffi­
culties, but they are sufficiently specialized that a full-fledged
decision analysis of a substantial R&D project probably will need
to be supported by specialists in the field. Nonetheless, the
principles and basic tools of decision analysis are useful at any
stage of even small R&D projects and are readily available in
several textbooks which require only a very basic knowledge of
probability theory on the part of the reader.

In summary, sensitivity .analysis, risk analysis and ' dec i s i on
analysis are different but mutually supporting ways of looking at
an R&D project. The emphasis of sensitivity analysis is to iden­
tify those factors which are most important to the bottom line.
The focus of risk analysis is on estimating how much variability
or uncertainty surrounds the bottom line. And the thrust of deci­
sion analysis is to dissect the project to identify natural lever­
age points. All three will be needed to a greater or lesser
degree in order to properly assess the potential of a proposed
project.
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Flgur. 8. A Simple Decision Tr••

Valy. of
Outcome

Expected valu. of improving technology. [.3(-.400,000)+.7(0)](.5)+(1,500,000)(.5)-500,000 .. +$190,000

Expected valu. 01 not improving t.chnology• (.2(-1,000,000)+.8(-.400,000)](.5)+(0)(.5)-0 • -$260,000

..
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$0

-$1,000,000

-$400,000

+$1,000,000

-UOO,OOO

-$500,000

Minor market
10.. .$400,000

N.w comp.tltlon \ No mark.t
10.. $ 0

50% 70%

Improv. eurrent
Mark.t gaint.chnology

Coat_UOO,OOO $1,500,000

No n.w comp.tllIon / Malar mark.t
D.clalon loIS -$1,000,000

Don't Improv.
N.w comp.tltlon Minor mark.t

10.. ·$400,000
curr.nt
t.chnology 50% 80%
eo.ta$ 0

50%
No mark.t
10" $ 0

No n.w comp.tltlon
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D. Assessment of Probabilities

The preceding discussions were based on the assumption that
probability distributions are available, and considered only how
to apply them to a problem at hand, for example, how to combine
the probability distribution of input variables in order to get
the probability distribution of the NPV or IRR. It is now time to
turn to what is probably the most difficult part of the risk or
decision analysis processes, assessing the probabilities of the
input distributions. There are two general methods for assessing
probabilities, objective and subjective, that likely will be use­
ful in the course of evaluating an R&D project.
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Objective probability assessment generally implies a his­
torical basis for making an assessment. In other words, there is
a record of past values for the variable that can be used to deve­
lop the probability distribution. Equipment reliability fac tors
and market demographic factors are examples of the kinds of fac­
tors for which there may well be hard data available for probabil­
i ty assessment purposes. Even if full data are not available
there might be a theoretical basis upon which a probability dis­
tribution could be estimated. For example, it might be known that
certain variables are distrib~ted in certain ways. More specifi­
cally, as was pointed out earlier, if the variability in a factor
is the result of the accumulation of many relatively small distur­
bances, that factor likely will be well described by the normal
distribution. While this sort of knowledge likely will not be
sufficient to complete the probability assessment, it surely will
reduce the difficulties involved.

Objective probability assessment rarely will be feasible for
the most significant factors involved in high technology projects,
since there is rarely a historical record or much research that
has already been done for new technologies. So subjective proba­
bility assessments generally are required. The purpose of a sub­
jective probability assessment is to quantify the judgment of an
expert or group of experts on a particular variable. The distri­
bution depends to a large extent upon the expert's range of infor­
mation, how current the expert is in the field, and how carefully
the questions have been specified. If very little is known about
a subject, the distribution should be wide to cover all potential
values. If much is known, the probability d1'stribution assessed
by an expert should be relatively narrow. Distributions should
also change as additional information is obtained. As experts
learn more, ' their distribution should either contract or shift on

. the basis of new information. Subjective probability assessment
is directed toward eliciting these Judgments in ways that will
produce results which are reliable and accurate and which can be
accumulated with similar resul ts from other experts to give an
overall picture of the risks involved in the project.

There is considerable disagreement among experts as to how
best to elicit these judgments. All agree, however, that it is
important, when using subjeotive probability assessments, to be as
specifio as possible about the variable in question. The more
vague the question, the more likely it is that there will be mis­
interpretations. For example, rather than asking an expert, "What
is the probability that sales will grow substantially?" it is
better to ask, "What is the probability that sales will exceed
$250,000 in the first twelve months of operation?"

To take a simple example, a novice's estimate of the likeli­
hood that the number of spots on the upturned faces of two well-

. thrown dice will add up to two, three, ••• , twelve should even­
tually converge to the theoretical (objective assessment) distri­
bution as he or she gains more and more ex perience in the game.
If the dice are loaded, however, the observant novice's subjective
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distribution will tighten with experience, and make more and more
reliable predictions, but will never converge to the theoretical
distribution, which in this a case would not coincide with an
objective probability assessment anyway. Indeed, with loaded dice
an objective probability assessment would require extensive analy­
sis which in the end would not produce more useful predictions of
the next roll than those of the novice who patiently watched and •
recorded the results of many rolls until he or she became an ex­
pert on the behavior of that particular pair of dice.

Methods of subjective probability assessment include fixed
interval methods, variable interval methods, and reference devices
that can be used to estimate probabilities. In a fixed interval
method the expert is asked to state the probability that a vari­
able will be within a specific fixed interval. For example, the
question would be phrased, "What is the likelihood that sales will
be between 10 and 15 million?" The variable interval method is
the reverse. The expert would be asked to state the value of a
variable for a specific fractile of cumulative probability distri­
bution, usually .01, .25, .5, .75, and .99. The question might
be, "There's a 1~ probability that sales will be above what
level?"

In either case the analyst must be aware of certain biases
commonly seen in people making probability assessments. These
include "anchoring" on the first number given, i.e. the expert
focuses on that number and subconsciously iase~ subsequent an­
swers so he or she constructs a distribution that "fits" the first
answer. To avoid this bias in estimating probabilities it is
useful to use reference devices. One such eference device looks
much like a roulette wheel except that the e are no numbers and
instead of alternating red and black spokes, sections or the wheel
can be varied in color. ThUS, to represent a decision with three
to one odds, the spokes on one quadrant or he wheel might be red
while those on t~e other three quadrants a e black. With this
method, the expert is generally ofrered man choices between un­
known probabilities related to the project nd various fictitious
gambles where th~ odds are discernible by inspecting the wheel
with various numbtrs of red & black spokes u til the desired pro­
Jec t probabil i ties are bracketed wi thin acc ptably narrow bands.
Perhaps because the numbers involved need n t be explicitly sta­
ted, this approach seems to alleviate the an horing problem.
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